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DETECTION AND DECODING IN FLASH
MEMORIES USING CORRELATION OF
NEIGHBORING BITS AND PROBABILITY
BASED RELIABILITY VALUES

CROSS-REFERENCE TO RELATED
APPLICATIONS

The present application is a continuation-in-part patent
application of U.S. patent application Ser. No. 13/063,874,
filed Mar. 14, 2011, entitled “Methods and Apparatus for Soft
Data Generation for Memory Devices Based on Performance
Factor Adjustment,” now U.S. Pat. No. 9,064,594; U.S. patent
application Ser. No. 12/920,407, filed Jan. 4, 2011, entitled
“Methods and Apparatus for Storing Data in a Multi-Level
Cell Flash Memory Device With Cross-Page Sectors, Multi-
Page Coding And Per-Page Coding,” now U.S. Pat. No. 8,724,
381; U.S. patent application Ser. No. 13/001,278, filed Feb.
25, 2011, entitled “Methods and Apparatus for Read-Side
Intercell Interference Mitigation in Flash Memories,” now
U.S. Pat. No. 8,462,549; U.S. patent application Ser. No.
13/063,888, filed Aug. 31, 2011, entitled “Methods and
Apparatus for Soft Data Generation in Flash Memories,” now
U.S. Pat. No. 8,830,748; U.S. patent application Ser. No.
13/063,895, filed May 31, 2011, entitled “Methods and Appa-
ratus for Soft Data Generation for Memory Devices Using
Reference Cells;” and U.S. patent application Ser. No.
13/063,899, filed May 31, 2011, entitled “Methods and Appa-
ratus for Soft Data Generation for Memory Devices Using
Decoder Performance Feedback,” now U.S. Pat. No. 8,892,
966, each incorporated by reference herein.

The present application is also related to U.S. patent appli-
cation Ser. No. 13/731,551, filed Dec. 31, 2012, entitled
“Multi-Tier Detection and Decoding in Flash Memories,”
incorporated by reference herein.

FIELD

The present invention relates generally to flash memory
devices and more particularly, to improved techniques for
mitigating the effect of noise, inter-cell interference (ICI) and
other distortions in such flash memory devices with low over-
all processing delay.

BACKGROUND

A number of memory devices, such as flash memory
devices, use analog memory cells to store data. Each memory
cell stores an analog value, also referred to as a storage value,
such as an electrical charge or voltage. The storage value
represents the information stored in the cell. In flash memory
devices, for example, each analog memory cell typically
stores a certain voltage. The range of possible analog values
for each cell is typically divided into threshold regions, with
each region corresponding to one or more data bit values.
Data is written to an analog memory cell by writing a nominal
analog value that corresponds to the desired one or more bits.

The analog values stored in memory cells are often dis-
torted. The distortions are typically due to, for example, back
pattern dependency (BPD), noise and intercell interference
(ICI). For a more detailed discussion of distortion in flash
memory devices, see, for example, J. D. Lee et al., “Effects of
Floating-Gate Interference on NAND Flash Memory Cell
Operation,” IEEE Electron Device Letters, 264-266 (May
2002) or Ki-Tae Park, et al., “A Zeroing Cell-to-Cell Interfer-
ence Page Architecture With Temporary LSB Storing and
Parallel MSB Program Scheme for MLC NAND Flash
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2
Memories,” IEEE 1. of Solid State Circuits, Vol. 43, No. 4,
919-928, (April 2008), each incorporated by reference
herein.

A number of techniques have been proposed or suggested
for mitigating the effect of ICI by reducing the capacitive
coupling between cells. While there are available methods to
reduce the effect of ICI, it is important that such ICI mitiga-
tion techniques do not unnecessarily impair the write-read
speeds for flash controllers. Thus, many effective signal pro-
cessing and decoding techniques are avoided that would
introduce significant inherent processing delays. Foregoing
such complex signal processing techniques, however, reduces
the ability of a flash controller to maintain sufficient decoding
accuracy as flash device geometries scale down.

It has been found that errors for neighboring bits in the
pages of flash memory devices are correlated. A need there-
fore exists for detection and decoding techniques to combat
errors that do not unnecessarily impair the read speeds for
flash controllers. A further need exists for detection and
decoding techniques that account for such error correlations.

SUMMARY

Generally, methods and apparatus are provided for detec-
tion and decoding in flash memories using a correlation of
neighboring bits. According to one aspect of the invention,
data from a flash memory device is processed by obtaining
one or more read values for a plurality of bits in a given page
of the flash memory device; converting the one or more read
values for the plurality of bits to a reliability value for a given
bit among said plurality of bits based on a probability that a
data pattern was written to the plurality of bits given that a
particular pattern was read from the plurality of bits; and
decoding the given bit in the given page using the reliability
value.

In one exemplary embodiment, the probability that the data
pattern was written to the plurality of bits given that the
particular pattern was read from the plurality of bits is
obtained from one or more tables. The (i) data pattern and/or
(ii) the particular pattern comprises one or more of the given
bit and at least one additional bit in the given page; the given
bit and at least one additional bit in a same cell as the given bit
and the given bit and at least one additional bit in a different
cell as the given bit.

A more complete understanding of the present invention,
as well as further features and advantages of the present
invention, will be obtained by reference to the following
detailed description and drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a schematic block diagram of an exemplary flash
memory system incorporating detection and decoding tech-
niques in accordance with the present invention;

FIG. 2 illustrates an exemplary flash cell array in a multi-
level cell (MLC) flash memory device in further detail;

FIG. 3 illustrates the ICI that is present for a target cell due
to the parasitic capacitance from a number of exemplary
aggressor cells;

FIG. 4 is a schematic block diagram of an exemplary
implementation of a flash memory system incorporating
iterative detection and decoding techniques in accordance
with aspects of the present invention;

FIG. 5 is a flow chart describing an exemplary normal
mode detection and decoding process;
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FIG. 6 illustrates an exemplary transition probability table
that records collected intra-page statistics indicating a transi-
tion probability for a given bit value conditioned on neigh-
boring bits in a page;

FIG. 7 is a flow chart describing an exemplary recovery
mode detection and decoding process; and

FIGS. 8 and 9 illustrate exemplary transition probability
tables that record collected intra-wordline statistics indicat-
ing a transition probability for a given cell value conditioned
on neighboring bits in a wordline.

DETAILED DESCRIPTION

Various aspects of the invention are directed to signal pro-
cessing techniques for mitigating ICI and other distortions in
memory devices, such as single-level cell (SLC) or multi-
level cell (MLC) NAND flash memory devices. As used
herein, a multi-level cell flash memory comprises a memory
where each memory cell stores two or more bits. Typically,
the multiple bits stored in one flash cell belong to different
pages. While the invention is illustrated herein using memory
cells that store an analog value as a voltage, the present
invention can be employed with any storage mechanism for
flash or non-volatile memory devices, such as the use of
voltages, currents or resistances to represent stored data, as
would be apparent to a person of ordinary skill in the art.

Aspects of the present invention provide detection and
decoding techniques with error processing that do not unnec-
essarily impair the read speeds for flash control systems.
According to one aspect of the invention, detection and
decoding techniques are provided that account for error cor-
relations between neighboring bits. A reliability value or log
likelihood ratio (LLR) for a given bit is generated based on a
probability that a given data pattern was written to a plurality
of neighboring bits when a particular pattern was read from
the plurality of those bits. As used herein, the terms “reliabil-
ity value” and “LLR” are used interchangeably and shall
include approximations of reliability values or LLRs. As used
herein, the term “ICI mitigation” includes the mitigation of
ICI and other distortions, including but not limited to data-
dependent distortions.

While exemplary embodiments are described to address
intra-page and inter-page (intra-cell) correlations, the present
invention can be applied to compute log likelihood ratios
based on any bits in the same page or bits on different pages
and/or wordlines. Generally, bits are grouped that have some
correlation in terms of read errors. In terms of write errors or
hard errors, it is an advantage to group bits that are not likely
to suffer from the same defect at the same time. In one exem-
plary embodiment, only neighboring bits in the same page are
read together to maintain on-the-fly (real-time) decoding.

FIG. 1 is a schematic block diagram of an exemplary flash
memory system 100 incorporating detection and decoding
techniques in accordance with aspects of the present inven-
tion. As shown in FIG. 1, the exemplary flash memory system
100 comprises a flash control system 110 and a flash memory
block 160, connected by an interface 150. The exemplary
flash control system 110 comprises a flash controller 120 and
a read channel 125. Moreover, the read channel 125 com-
prises an encoder/decoder 140, and an LLR generation block
130. Finally, the LLR generation block 130 comprises an ICI
mitigation block 135.

As discussed further below in conjunction with FIG. 4, the
exemplary flash controller 120 implements one or more itera-
tive detection and decoding processes (discussed further
below in conjunction with FIGS. 5 and 7) that incorporate
aspects of the present invention.
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4

The exemplary read channel 125 comprises an encoder/
decoder block 140 and one or more buffers 145. It is noted that
the term “read channel” can encompass the write channel as
well. In an alternative embodiment, the encoder/decoder
block 140 and some buffers 145 may be implemented inside
the flash controller 120. The encoder/decoder block 140 and
buffers 145 may be implemented, for example, using well-
known commercially available techniques and/or products,
as modified herein to provide the features and functions ofthe
present invention.

Generally, as discussed further below in conjunction with
FIGS. 4, 5 and 7, in a given processing mode, the exemplary
LLR generation block 130 processes one or more read values
from the flash memory 160, such as single bit hard values
and/or quantized multi-bit soft values, and generates L.LR
values that are applied to the decoder 140, such as an exem-
plary low density parity check (LDPC) decoder.

Generally, as discussed further below in conjunction with
FIGS. 4 and 6-9, the exemplary ICI mitigation block 135 is a
function in the LLR generation block 130 that accounts for
interference between neighboring cells in either generating
the LLRs or computing adjusted read data values, based on
which LLRs are computed.

The exemplary flash memory block 160 comprises a
memory array 170 and one or more buffers 180 that may each
be implemented using well-known commercially available
techniques and/or products.

In various embodiments of the disclosed detection and
decoding techniques, the exemplary interface 150 may need
to convey additional information relative to a conventional
flash memory system, such as values representing informa-
tion associated with aggressor cells. Thus, the interface 150
may need to have a higher capacity or faster rate than an
interface in conventional flash memory systems. On the other
hand, in other embodiments, this additional information is
conveyed to the flash control system 110 in a sequential
manner which would incur additional delays. However, those
additional delays do not notably increase the overall delay
due to their rare occurrence. When additional information-
carrying capacity of the interface 150 is desired, the interface
150 may optionally be implemented, for example, in accor-
dance with the teachings of International PCT Patent Appli-
cation Serial No. PCT/US09/49328, filed Jun. 30, 2009,
entitled “Methods and Apparatus for Interfacing Between a
Flash Memory Controller and a Flash Memory Array”, incor-
porated by reference herein, which increases the information-
carrying capacity of the interface 150 using, for example,
Double Data Rate (DDR) techniques.

During a write operation, the interface 150 transfers the
program values to be stored in the target cells, typically using
page or wordline level access techniques. For a more detailed
discussion of exemplary page or wordline level access tech-
niques, see, for example, International Patent Application
Serial No. PCT/US09/36110, filed Mar. 11, 2009, entitled
“Methods and Apparatus for Storing Data in a Multi-Level
Cell Flash Memory Device with Cross-Page Sectors, Multi-
Page Coding and Per-Page Coding,” incorporated by refer-
ence herein.

During a read operation, the interface 150 transfers hard
and/or soft read values that have been obtained from the
memory array 170 for target and/or aggressor cells. For
example, in addition to read values for the page with the target
cell, read values for one or more neighboring pages in neigh-
boring wordlines or neighboring even or odd bit lines are
transferred over the interface 150. In the embodiment of FIG.
1, the disclosed detection and decoding techniques are imple-
mented outside the flash memory 160, typically in a process
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technology optimized for logic circuits to achieve the lowest
area. It is at the expense, however, of the additional aggressor
cell data that must be transferred on the interface 150.

FIG. 2 illustrates an exemplary flash cell array 200 in a
multi-level cell (MLC) flash memory device 160 (FIG. 1) in
further detail. As shown in FIG. 2, the exemplary flash cell
array 200 stores three bits per flash cell, c,. FIG. 2 illustrates
the flash cell array architecture for one block, where each
exemplary cell typically corresponds to a floating-gate tran-
sistor that stores three bits. The exemplary cell array 200
comprises m wordlines and n bitlines. Typically, in current
multi-page cell flash memory devices, the bits within a single
cell belong to different pages. In the example of FIG. 2, the
three bits for each cell correspond to three different pages, and
each wordline stores three pages. In the following discussion,
pages 0, 1, and 2 are referred to as the lower, middle, and
upper page levels within a wordline.

As indicated above, a flash cell array can be further parti-
tioned into even and odd pages, where, for example, cells with
even numbers (such as cells 2 and 4 in FIG. 2) correspond to
even pages, and cells with odd numbers (such as cells 1 and 3
in FIG. 2) correspond to odd pages. In this case, a page (such
as page 0) would contain an even page (even page 0) in even
cells and an odd page (odd page 0) in odd cells.

It has been found that neighboring bits or errors in neigh-
boring bits are correlated in flash memory devices 160. For
example, intra-page correlation addresses the correlation of
bits or errors in the same page. In addition, although less
severe than intra-wordline correlation, considerable correla-
tions exist between bits of victim cells and those of aggressor
cells in interfering wordlines. However, mitigating this cor-
relation would require reading several wordlines and would
also result in considerable delays. Hence, such correlations
can be accounted for in a recovery mode. In a normal mode of
operation, only one page can typically be read at a time, and
if error correlations among page bits are accounted for in
statistics collection, more errors can be corrected during
recovery mode without significantly affecting the random
access performance or read throughput, if the recovery mode
is not invoked too often.

Intercell Interference

ICI is a consequence of parasitic capacitances between
cells and is generally considered to be one of the most promi-
nent sources of distortion. FIG. 3 illustrates the ICI that is
present for a target cell 310 due to the parasitic capacitance
from a number of exemplary aggressor cells 320. The follow-
ing notations are employed in FIG. 3:

WL: wordline;

BL: bitline;

BLo: odd bitline;

BLe: even bitline; and

C: capacitance.

Aspects of the present invention recognize that ICI is
caused by aggressor cells 320 that are programmed after the
target cell 310 has been programmed. The ICI changes the
voltage, V, of the target cell 310. In one exemplary embodi-
ment, a “bottom up” programming scheme is assumed and
adjacent aggressor cells in wordlines i and i+1 cause ICI for
the target cell 310. With such bottom-up programming of a
block, ICI from the lower wordline i-1 is removed, and up to
five neighboring cells contribute to ICI as aggressor cells 320,
as shown in FIG. 3. It is noted, however, that the techniques
disclosed herein can be generalized to cases where aggressor
cells from other wordlines, such as wordline i-1, contribute to
ICI as well, as would be apparent to a person of ordinary skill
in the art. If aggressor cells from wordlines i-1, i and i+1
contribute to ICI, up to eight closest neighboring cells are
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considered. Other cells that are further away from the target
cell can be neglected, if their contribution to ICI is negligible.
In general, the aggressor cells 320 are identified by analyzing
the programming sequence scheme (such as bottom up or
even/odd techniques) to identify the aggressor cells 320 that
are programmed after a given target cell 310.

The ICI caused by the aggressor cells 320 on the target cell
310 can be modeled in the exemplary embodiment as follows:

AVICI("J):kXAVt("”"l)+kXAV,(’7+1)+kyAV,(”u)+

K AV G D A GetieD (1)

where AV ) is the change in V, voltage of aggressor cell
(w,b), AV, 7 is the change in V, voltage of target cell (i,j)
due to ICI and k,, k, and k,, are capacitive coupling coeffi-
cients for the x, y and xy direction.

Generally, V, is the voltage representing the data stored on
acell and obtained during a read operation. V, can be obtained
by aread operation, for example, as a soft voltage value with
more precision than the number of bits stored per cell when all
pages in a wordline are read, or with two or more bits when
only one page in a wordline is read, or as a value quantized to
a hard voltage level with the same resolution as the number of
bits stored per cell (e.g., 3 bits for 3 bits/cell flash) when all
pages in a wordline are read, or a value quantized to one hard
bit when only one page in a wordline is read.

FIG. 4 is a schematic block diagram of an exemplary
implementation of a flash memory system 400 incorporating
iterative detection and decoding techniques in accordance
with aspects of the present invention. As shown in FIG. 4, one
or more read values are obtained from the memory array 170
of the flash memory 160. The read values may be, for
example, a hard value or a soft value. In a normal mode, for
example, a read value is obtained for at least one bit in a given
page.

In a given processing mode, such as a normal mode or a
recovery mode, an exemplary LLR generation block 420
processes the read values from the flash memory 160, such as
single bit hard values and/or quantized multi-bit soft values,
and generates LLR values that are applied to an exemplary
LDPC decoder 430. The LLR generation performed by the
exemplary LLR generation block 420 for detection and
decoding is discussed further below in conjunction with
FIGS. 6, 8 and 9. The LLR generation block 420 is an
example of a reliability unit.

An exemplary flash controller 425 implements one or more
detection and decoding processes (discussed further below in
conjunction with FIGS. 5 and 7) that incorporate aspects of
the present invention. In addition, as discussed further below,
an exemplary LDPC decoder 430 processes the LLRs gener-
ated by the exemplary LLR generation block 420 and pro-
vides hard decisions that are stored in hard decision buffer
440.

As discussed further below, the exemplary LDPC decoder
430 can iteratively decode the LLR values, e.g., until the read
values are successfully decoded. Iterations inside the LDPC
decoder 430 are called local iterations. In addition, as dis-
cussed further below, in one or more exemplary recovery
modes, the exemplary LLR generation block 420 and the
exemplary LDPC decoder 430 can globally iterate until the
read values are successfully decoded. For a more detailed
discussion of iteration detection and decoding using local and
global iterations, see for example, U.S. patent application Ser.
No. 13/063,888, filed Aug. 31, 2011, entitled “Methods and
Apparatus for Soft Data Generation in Flash Memories,” now
U.S. Pat. No. 8,830,748.
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FIG. 5 is a flow chart describing an exemplary normal
mode detection and decoding process 500 incorporating
aspects of the present invention. Generally, during a normal
mode, the flash memory 160 provides only hard outputs. As
indicated above, a page-wise access scheme is employed
during the normal mode such that additional information on
other pages in the same wordline is not required. In addition,
the LDPC decoder 430 may not employ global iterations.
Thus, as discussed hereinafter, the LLRs are obtained using
calculations based on observed data or error statistics of the
current page.

As shown in FIG. 5, the exemplary normal mode detection
and decoding process 500 initially obtains hard outputs for
the i-th page from the memory array 170 during step 510.
Thereafter, the exemplary normal mode detection and decod-
ing process 500 employs the LLR generation block 420 to
map the hard outputs for the j-th bit on the i-th page to LLR
values during step 520, as discussed further below in conjunc-
tion with FIG. 6. This mapping operation is either imple-
mented using a look-up table or mathematical operations,
where LLRs are computed based on the hard outputs.

The generated LLR values for the i-th page are applied
during step 530 to the LDPC decoder 430 for decoding using,
for example, a message passing algorithm. The LDPC
decoder 430 optionally employs local iterations 560.

A test is performed during step 540 to determine if the
decoding was successtul. If it is determined during step 540
that the decoding was successful, then the page counter i is
incremented during step 550 to process the next page. If,
however, it is determined during step 540 that the decoding
was not successful, then the exemplary normal mode detec-
tion and decoding process 500 either terminates or initiates a
recovery mode process 700 (FIG. 7).

As discussed further below in conjunction with FIG. 7,
when the recovery mode process 700 ends, program control
returns to step 550 to process the next page.

As indicated above, the exemplary normal mode detection
and decoding process 500 employs the LLR generation block
420 to map the hard outputs for the j-thbitoni-th pageto LLR
values during step 520 using a bit transition probability table
600, shown in FIG. 6. Generally, the exemplary bit transition
probability table 600 records collected intra-page statistics
indicating a bit transition probability for a given bit value
conditioned on neighboring bits in a page. The size of the
transition probability table grows exponentially in the num-
ber of considered neighboring bits.

The exemplary normal mode detection and decoding pro-
cess 500 employs a page-wise access scheme such that the
LLRs are obtained using calculations based on the observed
error statistics of the current page. The error statistics can be
collected using reference cells or past LDPC decisions. For a
discussion of these error statistics collection techniques, see,
for example, U.S. patent application Ser. No. 13/063,895,
filed May 31, 2011, entitled “Methods and Apparatus for Soft
Data Generation for Memory Devices Using Reference
Cells,” or U.S. patent application Ser. No. 13/063,899, now
U.S. Pat. No. 8,892,966, filed May 31, 2011, entitled “Meth-
ods and Apparatus for Soft Data Generation for Memory
Devices Using Decoder Performance Feedback,” each incor-
porated by reference herein.

InFIG. 6, a, and b, refer to the lower (or LSB) and upper (or
MSB) page bit of cell i. LSB stands for the least significant
bit, and MSB for the most significant bit. In the exemplary
embodiment, the lower page of a wordline is programmed
before the upper page in the same wordline. a,, ; and b, , refer
to the lower (or LSB) and upper (or MSB) page bit of cell i+1,
which is adjacent to cell i. The bit transition probability table
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600 records a probability that each possible pattern was writ-
ten to bits i and i+1 of the same page (lower or upper page)
given that each possible pattern was read (i.e., the reliability
of making a decision that a given pattern was written given
that a given pattern was read). For example, the term “p(10/
00)” indicates the probability that the pattern b,b,, =10’ was
written given that pattern b,b,,,=‘00" was read (or the reli-
ability of making a decision ‘10’ given ‘00’ was read in the
normal mode). FIG. 6 shows the bit transition probability
table 600 for bits b, and b,, ;. A similar bit transition probabil-
ity table can be constructed for bits a, and a,,, as would be
apparent to a person of ordinary skill in the art.

The statistics in the bit transition probability table 600 can
be employed to compute LLRs as follows; Given that a par-
ticular pattern was read, such as a pattern of ‘00’, the corre-
sponding L.L.Rs for upper page bits can be computed using
distribution marginalization as follows:

Mb,,,100)=log [p(00/00)+p(10/00)]-log [p(01/00)+p
(11/00)]

Mb;100)=log [p(00/00)+p(01/00)]-log [p(10/00)+p
(11/00)]

The probabilities p(00100), p(01100), p(10100) and
p(11100) in the above equations can be obtained from the
transition probability table 600.

LLRs canbe computed for other given read patterns and for
lower page bits in a similar fashion as would be apparent to a
person of ordinary skill in the art. For example, if data pattern
b,b,,;="10" is read, the probabilities p(00I10), p(01110),
p(10110) and p(11110) are used to compute the corresponding
LLRs A(b,,;110) and A(b,110) as follows:

Mb;,1110)=log [p(00/10)4+p(10/10)]-log [p(01/10)+p
(11/10)]

Mb;110)=log [p(00/10)+p(01/10)]-log [p(10/10)+p
(11/10)]

In a further variation, the bit transition probability table
600 can be a function of one or more performance factors,
such as endurance, number of program/erase cycles, number
of read cycles, retention time, temperature, temperature
changes, process corner, ICI impact, location within the
memory array 170, location of a wordline and/or a page from
which the read values are obtained, location of a page within
a wordline from which the read values are obtained and a
pattern of aggressor cells. One or more of the performance
factors can be varied for one or more different bits within a
cell, different pages within a wordline, different bit lines or
different hard read data values. For a more detailed discussion
of'suitable techniques for computing a log likelihood ratio for
memory devices based on such performance factor adjust-
ments, see, for example, International Patent Application
Serial No. PCT/US09/59069, filed Sep. 30, 2009, entitled
“Methods and Apparatus for Soft Data Generation for
Memory Devices Based on Hard Data and Performance Fac-
tor Adjustment,” incorporated by reference herein.

FIG. 7 is a flow chart describing an exemplary recovery
mode detection and decoding process 700 incorporating
aspects of the present invention. Generally, during the recov-
ery mode, the flash memory 160 provides hard outputs using
wordline (cell) access techniques, where one or more other
pages in the same wordline are read. LLRs are computed
based on hard outputs from the current page i and one or more
other pages in the same word line. These LLRs are utilized by
the exemplary recovery mode detection and decoding process
700. In addition, the LDPC decoder 430 may employ one or
more global iterations (optionally programmable).
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As shown in FIG. 7, the exemplary recovery mode detec-
tion and decoding process 700 initially obtains hard outputs
for the i-th page (step 705) and one or more other pages in the
same wordline (step 707). Hard outputs for the i-th page may
still be available from step 510 (FIG. 5) and may therefore be
reused. Then, the exemplary recovery mode detection and
decoding process 700 computes the LLRs for the i-th page in
the current wordline based on hard outputs for the current i-th
page and one or more other pages in the same wordline during
step 710, as discussed further below in conjunction with
FIGS. 8 and 9. As shown in FIG. 7, the LLR computation
performed during 710 processes the hard outputs from the i-th
page and one or more other pages in the same wordline to
compute LLRs for the i-th page.

The LLR values for the i-th page are applied to the LDPC
decoder 430 during step 720, optionally using local iterations
750.

A convergence test is performed during step 730 to deter-
mine if the decoding was successful. If it is determined during
step 730 that the decoding was successful, then the page
counter 1 is incremented during step 740 to process the next
page in normal mode 500 (FIG. 5). If, however, it is deter-
mined during step 730 that the decoding was not successful,
additional global iterations 760 are optionally performed
between the LLR generation block 420 and LDPC decoder
430. The global iterations 760 are performed, for example,
until a maximum number of global iterations is reached, or
until the aforementioned convergence test indicates that
decoding is now successful.

Then, if it is determined during step 730 that the decoding
was not successful and global iterations have been completed,
then the exemplary recovery mode detection and decoding
process 700 terminates.

As indicated above, the exemplary recovery mode detec-
tion and decoding process 700 employs the LLR generation
block 420 to generate the LLRs for the i-th page in the current
wordline based on other pages in the wordline during step
710, using a transition probability table 800 or 900 (FIG. 8 or
9, respectively). Generally, the exemplary transition prob-
ability table 800 of FIG. 8 records collected intra-wordline
statistics indicating a transition probability for a given cell
value conditioned on neighboring bits in a wordline (e.g.,
adjacent bits in the same cell). The size of the transition
probability table 800 grows exponentially in the number of
considered neighboring bits.

The exemplary recovery mode detection and decoding pro-
cess 700 uses wordline (cell) access techniques, where the
other pages in the wordline are read and LI.Rs for the current
page are obtained using calculations based on the observed
error statistics of the current wordline. In the exemplary
embodiment, the LLRs are calculated based on error statistics
of'the adjacent bits in the same cell. The error statistics can be
collected using reference cells or past LDPC decisions of the
pages in the wordline. For a discussion of suitable error sta-
tistics collection techniques, see, for example, U.S. patent
application Ser. No. 13/063,895, filed May 31, 2011, entitled
“Methods and Apparatus for Soft Data Generation for
Memory Devices Using Reference Cells,” or U.S. patent
application Ser. No. 13/063,899, now U.S. Pat. No. 8,892,
966, filed May 31, 2011, entitled “Methods and Apparatus for
Soft Data Generation for Memory Devices Using Decoder
Performance Feedback,” each incorporated by reference
herein.

InFIG. 8, a, and b, refer to the lower (or LSB) and upper (or
MSB) page bit of cell i. LSB stands for the least significant
bit, and MSB stands for the most significant bit. In the exem-
plary embodiment, the lower page of a wordline is pro-
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grammed before the upper page in the same wordline. a,, ; and
b,,, refer to the lower (or LSB) and upper (or MSB) page bit
of cell i+1, which is adjacent to cell i. The transition prob-
ability table 800 records a probability that each possible pat-
tern a,b, was written to cell i given that each possible pattern
was read (i.e., the reliability of making a decision that a given
pattern was written given that a given pattern was read). For
example, the term “p(10/00)” indicates the probability that
the pattern a,b,=*10" was written to cell i given that pattern
a,b,="00" was read (or the reliability of making a decision ‘10’
given ‘00’ was read in the normal mode). FIG. 8 shows the bit
transition probability table for bits a, and b, in celli. This table
can also be used for bits in other cells, such as cell i+1 as
would be apparent to a person of ordinary skill in the art.

The statistics in the transition probability table 800 can be
employed to compute LLRs as follows. Given that a particu-
lar pattern was read, such as a pattern of ‘00’, the correspond-
ing LLRs for bits a, and b, can be computed using distribution
marginalization as follows:

M(b;100)=log [p(00/00)+p(10/00)]-log [p(01/00)+p
(11/00)]

Ma;100)=log [p(00/00)+p(01/00)]-log [p(10/00)+p
(11/00)]

The probabilities p(00100), p(01100), p(10100) and
p(11100) in the above equations can be obtained from the
transition probability table 800.

LLRs canbe computed for other given read patterns and for
bits in other cells, such as cell i+1 in similar fashion as would
be apparent to a person of ordinary skill in the art.

In a further variation, the transition probability table 800
can be a function of one or more performance factors, includ-
ing wordline index, as discussed above in conjunction with
FIG. 6.

FIG. 9 illustrates an exemplary transition probability table
900 that records collected intra-wordline statistics indicating
a transition probability for a given cell value in cell i and an
adjacent cell value in cell i+1, that is a,ba,, ,b,,, in the same
wordline. The probability that the pattern aba,, b,,, was
written is conditioned on reading a pattern a,b;a;, | b,, ;. The
size of the transition probability table 900 grows exponen-
tially in the number of considered neighboring bits. Thus, the
transition probability table 900 records statistics for two bits
ab, on different pages in a given cell i of a given wordline and
two bits a,, ;b,,, on different pages in an adjacent cell i+1.

The exemplary recovery mode detection and decoding pro-
cess 700 uses wordline (cell) access techniques, where the
other pages in the wordline are read and LLRs are obtained
using calculations based on the observed error statistics of the
current wordline. Inthe exemplary embodiment of FIG. 9, the
LLRs are calculated based on error statistics for two bits ab,
on different pages in a given cell of a given wordline and two
bits a,, ,b,, , on different pages in an adjacent cell. The error
statistics can be collected using reference cells or past LDPC
decisions of the pages in the wordline. For a discussion of
suitable error statistics collection techniques, see, for
example, U.S. patent application Ser. No. 13/063,895, filed
May 31, 2011, entitled “Methods and Apparatus for Soft Data
Generation for Memory Devices Using Reference Cells,” or
U.S. patent application Ser. No. 13/063,899, now U.S. Pat.
No. 8,892,966, filed May 31, 2011, entitled “Methods and
Apparatus for Soft Data Generation for Memory Devices
Using Decoder Performance Feedback,” each incorporated
by reference herein.

InFIG. 9, a, and b, refer to the lower (or LSB) and upper (or
MSB) page bit of cell i. LSB stands for the least significant
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bit, and MSB stands for the most significant bit. In the exem-
plary embodiment, the lower page of a wordline is pro-
grammed before the upper page in the same wordline. a,, ; and
b,,, refer to the lower (or LSB) and upper (or MSB) page bit
of cell i+1, which is adjacent to cell i. The transition prob-
ability table 900 records a probability that each possible pat-
tern a,b,a,, b, , was written to cell i and cell i+1 given that
each possible pattern a,b,a,, | b;, | was read (i.e., the reliability
of making a decision that a given pattern was written given

12

ware and software may be embodied within circuits imple-
mented within an integrated circuit.

Thus, the functions of the present invention can be embod-
ied in the form of methods and apparatuses for practicing
those methods. One or more aspects of the present invention
can be embodied in the form of program code, for example,
whether stored in a storage medium, loaded into and/or
executed by a machine, or transmitted over some transmis-
sion medium, wherein, when the program code is loaded into

thata %iv.en pattern was read). Egr example, the term “p(1000/ 10 and executed by a machine, such as a computer, the machine
0000)” indicates the probability that the pattern ab,a,,, b us f ticine the i tion. Wh
b,,,=1000" was written to cell i and cell i+1 given that pattern pecomes an apparatus Jor practicing the Hventio. o
aba,, b, ,=0000° was read (or the reliability of making a implemented on a ger}eral-purpose processor, the program
decision ‘1000’ given ‘0000” was read in the normal mode). cod.e segments combine with the processor to .pI'O.Vlde. a
In general, the statistics in the transition probability table 15 deVl?e that. operates analggously to spf:mﬁc logic circuits.
900 can be employed to compute LLRs(a,,,) as follows. The 1nvent19n can alsq l?e 1mplemented in one or more of an
Given that patterna,” . ..a,,,’b, . ..b,,,” was read, such as a integrated circuit, a digital signal processor, a microproces-
pattern of ‘0000’, the corresponding LLRs capturing intra- sor, and a micro-controller.
page correlation can be computed using distribution margin- Asisknown in the art, the methods and apparatus discussed
alization as follows: 5o herein may be distributed as an article of manufacture that
itself comprises a computer readable medium having com-
puter readable code means embodied thereon. The computer
W | ) = readable program code means is operable, in conjunction
with a computer system, to carry out all or some of the steps
@i .. Qig-t, Giag =0, 55 to perform the methods or create the apparatuses discussed
P ( Qirisl v Gipn | ... a‘-’m] herein. The computer readable medium may be a tangible
log| S k1Tl o S recordable medium (e.g., floppy disks, hard drives, compact
Z p( @ e i) G = 1 ] disks, memory cards, semiconductor devices, chips, applica-
- ) Giriel o Gin |G .o Ofip tion specific integrated circuits (ASICs)) or may be a trans-
Gi - Gitk—1%i+k+1 - Gitn .. . o .
30 mMission medium (e.g., a network comprising fiber-optics, the
world-wide web, cables, or a wireless channel using time-
Likewise, given that patterna,”. . .a,,,,’b,” ... b,,, wasread, division multiple access, code-division multiple access, or
the corresponding LLRs capturing inter-page (intra-word- other radio-frequency channel). Any medium known or
line) error correlation can be computed using distribution developed that can store information suitable for use with a
marginalization as follows: computer system may be used. The computer-readable code
Ay laj ... aj,bi ... bi,) =
Qi ... iyt iy =0,
p( Qivk+1 «nn a;Mb; bi+n | a‘-’ a‘-r+nb‘-r b‘-r+n]
log G o G 1%igkr] - Ganbi o birn
( @ e Gy Gy = 1, ]
’ Givgrt - Qi oo b laf o al b o by,
G o G 1%igky] - Gianbi - bity
The probabilities p( . . . ) can be obtained from the transition means is any mechanism for allowing a computer to read
probability table 900. In a further variation, the transition instructions and data, such as magnetic variations on a mag-
probability table 900 can be a function of one or more per- netic media or height variations on the surface of a compact
formance factors, including wordline index, as discussed 30 disk.
above in conjunction with FIG. 6. The computer systems and servers described herein each
Process, System and Article of Manufacture Details contain a memory that will configure associated processors to
While a number of flow charts herein describe an exem- implement the methods, steps, and functions disclosed
plary sequence of steps, it is also an embodiment of the s herein. The memories could be distributed or local and the
present invention that the sequence may be varied. Various processors could be distributed or singular. The memories
permutations of the algorithm are contemplated as alternate could be implemented as an electrical, magnetic or optical
embodiments of the invention. While exemplary embodi- memory, or any combination of these or other types of storage
ments of the present invention have been described with devices. Moreover, the term “memory” should be construed
respect to processing steps ina software program, aswould be ; broadly enough to encompass any information able to be read
apparent to one skilled in the art, various functions may be from or written to an address in the addressable space
implemented in the digital domain as processing steps in a accessed by an associated processor. With this definition,
software program, in hardware by circuit elements or state information on a network is still within a memory because the
machines, or in combination of both software and hardware. associated processor can retrieve the information from the
Such software may be employed in, for example, a digital 65 network.

signal processor, application specific integrated circuit,
micro-controller, or general-purpose computer. Such hard-

It is to be understood that the embodiments and variations
shown and described herein are merely illustrative of the
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principles of this invention and that various modifications
may be implemented by those skilled in the art without
departing from the scope and spirit of the invention.
We claim:
1. A method for processing data from a flash memory
device, comprising:
obtaining one or more read values for a plurality of bits in
one or more pages of said flash memory device;

converting said one or more read values for said plurality of
bits to a reliability value for a given bit among said
plurality of bits based on a probability that a data pattern
was written to said plurality of bits given that a particular
pattern was read from said plurality of bits; and

decoding said given bit in a given page of said one or more
pages using said reliability value.

2. The method of claim 1, wherein said one or more read
values comprise one or more of a hard value and a soft value.

3. The method of claim 1, wherein said flash memory
device comprises a plurality of cells each capable of storing at
least two data levels per cell.

4. The method of claim 1, wherein said decoding comprises
aLow Density Parity Check (LDPC) Message Passing decod-
ing.

5. The method of claim 1, wherein said decoding is per-
formed in real-time.

6. The method of claim 1, wherein said reliability value
comprises one or more of a log-likelihood ratio and an
approximation of a log-likelihood ratio.

7. The method of claim 1, further comprising the step of
generating said reliability value for said given bit in said given
page using one or more of (i) read values for additional bits of
said one or more pages, and (ii) read values for one or more
additional bits of at least one additional page in a same word-
line as said given page.

8. The method of claim 1, wherein said probability that said
data pattern was written to said plurality of bits given that said
particular pattern was read from said plurality of bits is
obtained from one or more tables.

9. The method of claim 8, wherein one or more of (i) said
data pattern and (ii) said particular pattern comprises said
given bit and at least one additional bit in said given page.

10. The method of claim 8, wherein one or more of (i) said
data pattern and (ii) said particular pattern comprises said
given bit and at least one additional bit in a same cell as said
given bit.

11. The method of claim 8, wherein one or more of (i) said
data pattern and (ii) said particular pattern comprises said
given bit and at least one additional bit in a different cell as
said given bit.

12. The method of claim 1, wherein said probability that
said data pattern was written to said plurality of bits given that
said particular pattern was read from said plurality of bits is
based on one or more reference cells.

13. The method of claim 1, wherein said probability that
said data pattern was written to said plurality of bits given that
said particular pattern was read from said plurality of bits is
based on one or more prior decoded decisions.

14. The method of claim 1, wherein said probability that
said data pattern was written to said plurality of bits given that
said particular pattern was read from said plurality of bits is
based on one or more performance factors of said flash
memory device.

15. The method of claim 14, wherein said performance
factors of said flash memory device comprise one or more of
endurance, number of program/erase cycles, number of read
cycles, retention time, temperature, temperature changes,
process corner, inter-cell interference (ICI) impact, location
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of one or more memory cells within a memory array of said
flash memory device, location of a wordline from which said
one or more read values is obtained, location of said given
page from which said one or more read values is obtained,
location of said given page within a wordline from which said
one or more read values is read, and a pattern of aggressor
cells.

16. The method of claim 14, wherein one or more of said
performance factors of said flash memory device can be var-
ied for one or more of different bits within a memory cell,
different pages within a wordline, different bit lines, and
different hard read data values.

17. The method of claim 1, wherein said converting of said
one or more read values for said plurality of bits to the reli-
ability value employs a distribution marginalization.

18. The method of claim 17, wherein said distribution
marginalization computes the reliability value for said given
bit given that a first pattern was read, wherein said reliability
value for said given bit is based on multiple probabilities for
different patterns that were written given that said first pattern
was read.

19. A tangible machine-readable recordable storage
medium for processing data from a flash memory device,
wherein one or more software programs stored on said stor-
age medium when executed by one or more processing
devices implement the steps of the method of claim 1.

20. A flash memory system, comprising:

a reliability unit for converting one or more read values for

a plurality of bits in one or more pages to a reliability
value for a given bitamong said plurality of bits based on
a probability that a data pattern was written to said
plurality of bits given that a particular pattern was read
from said plurality of bits; and

adecoder for decoding said given bit in a given page of said

one or more pages using said reliability value.

21. The flash memory system of claim 20, wherein said
decoding is performed in real-time.

22. The flash memory system of claim 20, wherein said
reliability value comprises one or more of a log-likelihood
ratio and an approximation of a log-likelihood ratio.

23. The flash memory system of claim 20, wherein said
reliability unit is configured to generate said reliability value
for said given bit in said given page using one or more of (i)
read values for additional bits of said given page, and (ii) read
values for one or more additional bits of at least one additional
page in a same wordline as said given page.

24. The flash memory system of claim 20, wherein said
probability that said data pattern was written to said plurality
of bits given that said particular pattern was read from said
plurality of bits is obtained from one or more tables.

25. The flash memory system of claim 24, wherein one or
more of (i) said data pattern and (ii) said particular pattern
comprises one or more of (i) said given bit and at least one
additional bit in said given page; (ii) said given bit and at least
one additional bit in a same cell as said given bit; and (iii) said
given bit and at least one additional bit in a different cell as
said given bit.

26. The flash memory system of claim 20, wherein said
probability that said data pattern was written to said plurality
of bits given that said particular pattern was read from said
plurality of bits is based on one or more of one or more
reference cells, one or more prior decoded decisions and one
or more performance factors of a flash memory device
accessed by said flash memory system.

27. The flash memory system of claim 26, wherein said
performance factors of said flash memory device comprise
one or more of endurance, number of program/erase cycles,



US 9,292,377 B2

15

number of read cycles, retention time, temperature, tempera-
ture changes, process corner, inter-cell interference (ICI)
impact, location of one or more memory cells within a
memory array of said flash memory system, location of a
wordline from which said one or more read values is obtained,
location of said given page from which said one or more read
values is obtained, location of said given page within a word-
line from which said one or more read values is read, and a
pattern of aggressor cells.

28. The flash memory system of claim 26, wherein one or
more of said performance factors of said flash memory device
can be varied for one or more of different bits within a
memory cell, different pages within a wordline, different bit
lines, and different hard read data values.

29. The flash memory system of claim 20, wherein said one
or more read values for said plurality of bits are converted to
the reliability value using a distribution marginalization.

30. The flash memory system of claim 29, wherein said
distribution marginalization computes the reliability value for
said given bit given that a first pattern was read, wherein said
reliability value for said given bit is based on multiple prob-
abilities for different patterns that were written given that said
first pattern was read.
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